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A B S T R A C T

This paper reviews the application of statistical models in archaeology in the last decade, focusing in particular 
on multilevel models, statistical treatment of missing data and measurement error, and simulation-based 
generative inference. These techniques are designed to 1) account for the nested and hierarchical nature of 
the archaeological record, 2) formally integrate different forms of data uncertainties, and 3) provide a more 
direct inferential link between formal theory and observational data. The extent to which archaeology has 
engaged with these methods is variable, but it can be argued that none are currently regarded as part of the 
standard analytical toolkit in quantitative archaeology. The objective of this paper is to promote awareness of the 
existence of these techniques and highlight the consequences of ignoring the underlying problems that these 
statistical methods can address.

1. Introduction

Statistical modelling and, more broadly, quantitative methods have 
always occupied an idiosyncratic niche in the discipline. The use of 
statistical techniques in archaeology goes back to the middle of the 20th 
century (Bordes, 1953; Brainerd, 1951; Spaulding, 1953), and since 
then, countless edited volumes (Barcelo and Bogdanovic, 2015; Heizer 
and Cooke, 1960; Leonard and Jones, 1989), monographs (Buck et al., 
1996; Orton, 2012), and manuals (Carlson, 2017; Drennan, 2009; 
Fletcher and Lock, 2005; Shennan, 1997; Van Pool and Leonard, 2011), 
as well as review articles reflecting its role in the wider disciplines 
(Aldenderfer, 1998; Ammerman, 1992; Buck and Meson, 2015; Cowgill, 
2015; Otárola-Castillo and Torquato, 2018; Thomas, 1978), have been 
published. Yet, quantitative methods are still far from being unequivo-
cally considered an integral part of our discipline. Statistical training in 
undergraduate and graduate programs is still limited and treated as an 
optional module offered at the Master’s level (see Vaiglova, 2025 for 
detailed discussion on the importance of statistical training in archae-
ological science); often perceived to be relevant only if one wants to 
venture into an archaeological science curriculum and almost deemed 
unnecessary for those pursuing other aspects of the field. It comes as no 

surprise that compared to adjacent disciplines such as biological an-
thropology, geography, or ecology, the average level of statistical so-
phistication offered by archaeological research is below the bar.

Still, the application of quantitative methods in archaeology con-
tinues to grow, perhaps faster than ever. This upward trajectory most 
directly results from a number of concurrent factors. The so-called ‘Third 
Science Revolution’ (Kristiansen, 2021), the open science movement 
(Marwick et al., 2017), and the increased availability of legacy data 
(Bevan, 2015) prompting synthetic (Altschul et al., 2018) and compar-
ative (Drennan et al., 2011) archaeology are perhaps the most promi-
nent drivers behind the tangible increase of computational and 
quantitative methods in archaeology. The open science movement, in 
particular, has promoted the practice of sharing computer code and raw 
data along with published papers, allowing practioners to learn and 
apply more complex methods more rapidly than ever. Despite this 
positive trend, some of the warnings and precautions advocated by early 
quantitative archaeologists are still valid. Many of the issues highlighted 
by David Hurst Thomas nearly half a century ago (Thomas, 1978) are 
painfully still relevant, and as ever, the democratisation of sophisticated 
methods goes in tandem with an increase in the misuse and abuse of 
inferential techniques (Smith and Sandbrink, 2022).
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As noted above, critical reflections on the role of quantitative 
methods in archaeology have occurred many times in the past and 
certainly will not cease in the future. This paper follows suit with such a 
recurrent practice of self-reflection, but placing a particular emphasis on 
statistical modelling, reviewing three promising techniques that address 
some long-standing challenges in quantitative archaeology. Section 2
will highlight the benefits of multilevel models and how they can offer an 
explicit approach for tackling the hierarchichally nested nature of the 
archaeological record but also to model the heteoregeneity in human 
behaviour that we ultimately wish to describe; section 3 will cover 
statistical models designed to properly handle missing data and mea-
surement error, but also the importance of measuring, communicating, 
and intgerating uncertainty in our analysis; and finally section 4 will 
overview the possibilities and the challenges offered by simulation-based 
inference and its potential to bridge theory and observational studies.

Before I focus on the themes detailed above, it is necessary to briefly 
define what is meant by statistical modelling in this context. In a 
nutshell, a statistical model can be described as “a set of probability 
distributions on the sample space S” (McCullagh, 2002, p. 1225); in 
other words, a probabilistic description of all possible outcomes 
(observed and non) of a particular system of interest. A central element 
here is the use of probability distributions, mathematical models 
describing the probabilities of events and observations given a set of 
parameters. These parameters are the primary focus of statistical infer-
ence, whether we wish to infer precise and accurate estimates of when a 
particular technology was introduced, determine the extent by which 
specific environmental factors led to a higher concentration of human 
occupation in a given region, or quantify the nature of the association 
between diet and social status inferred from burial practices. While this 
principle applies to any inferential technique, from a simple Chi-square 
test to sophisticated Generalized additive mixed effect models, I will 
focus here primarily applications where the core objective is to describe 
observed variation in the archaeological record as a function of model 
parameters and covariates (aka independent variables or predictors).

2. Multilevel modelling

Any standard introductory textbook on statistics warns the uniniti-
ated that proper inference requires samples to be random and indepen-
dent. Indeed, designing appropriate sampling strategies to satisfy these 
assumptions and, more broadly, to offer robust ground for statistical 
inference is an integral part of any modern science, and we are not 
certainly short of subject-specific treatise in archaeology (Banning, 
2021; Comer et al., 2023; Orton, 2012; Wells, 2010). However, obser-
vational studies in archaeology are often, and perhaps even increasingly, 
opportunistic — samples collected for entirely different purposes are 
routinely aggregated to pursue work of synthesis with increasingly 
broader temporal and spatial scope. While these efforts can bring new 
life to legacy datasets and offer unique opportunities to engage with the 
‘big’ questions of our discipline (Kintigh et al., 2014), they are also 
subject to new inferential challenges. Because original sampling strate-
gies were designed to tackle specific objectives, regional and 
cross-regional datasets are characterised by different retrieval methods 
(e.g. floatation vs dry sieving), measurement protocols (e.g. absolute vs 
relative chronology), and sampling intensity. These factors potentially 
contribute, sometimes in a substantial way, to the variability we observe 
in the archaeological data. Samples coming from specific sites might 
share unmodelled characteristics that can bias our interpretation when 
we analyse data from different sites in a regional studies naively 
ignoring the clustered nature of our record. Regional and cross-regional 
studies are also affected by spatial and phylogenetic autocorrelation 
(aka Galton’s problem) — samples close in space (e.g. same site, same 
region) are statistically non-independent and ignoring this factor can 
lead to biased conclusions. For example, estimating the origination date 
of a particular phenomenon (e.g. the appearance of a domesticated crop) 
often entails statistical examination of the earliest dated samples using 

methods such as Bayesian phase models (e.g. Leipe et al., 2019) or 
optimal linear estimation (Key et al., 2021). These techniques can be 
extremely powerful but can potentially provide biased estimates in the 
presence of strong sample imbalance; determining the origination date 
from 20 radiocarbon dates from 20 different archaeological sites will 
offer a less biased estimate compared to the same number of samples 
collected from the same archaeological layer in a single site. Aggregate 
data can also be subject to inferential biases derived by the so-called 
Simpson’s paradox, where patterns observed at a sub-group level do 
not manifest, or even show opposite signature when groups are com-
bined (see Table 1).

Multilevel models (aka hierarchical or mixed-effect models) offer a 
well-established suite of statistical techniques that are designed to 
address this issue. In a nutshel, these models can be considered a 
generalisation of linear regression where model parameters (e.g. inter-
cept, slope) vary between observations based on different levels of data 
structure. Thus, for example, one could model the association between 
wealth or status (inferred from burial goods) and diet (inferred from 
stable isotope analysis; e.g. Privat et al., 2002) whilst accounting for 
which sites each individual are from. In a standard regression model, the 
association between the two variables would be captured by two pa-
rameters (an intercept and slope, Fig. 1-a), whilst multilevel models can 
portray this relationship as a distribution of parameters, whereby each 
archaeological site will have its unique combination of intercept and 
slope (Fig. 1-b). The model can thus simultaneously capture the general 
relationship between the two variables, as well how such association 
varies across different sites. A systematic introduction of multilevel 
models is beyond the scope of this paper, but interested readers can 
consult McElreath’s manual on Bayesian statistics (McElreath, 2020) 
and the archaeology-focused introduction by Fernée and Trimmis 
(2021).

Using multilevel models offers several advantages over standard 
linear regression, so much so that some authors (e.g. McElreath, 2020) 
argue that this should be the default approach for statistical modelling. 
For example, the ability to formally account for natural clusters in the 
data provides a straightforward solution to sample imbalance and can 
benefit from partial pooling. Conventional approaches to the existence of 
groups or natural clusters in a dataset typically involve: 1) ignoring such 
structure (i.e. complete pooling; Fig. 1-a), potentially disregarding dif-
ferences between groups and increasing biases introduced by sample 
imbalance (e.g. a group with a large sample and with an unusual asso-
ciation between dependent and independent variables could bias the 
overall estimate, see also Table 1 above), or 2) treating the group or 
cluster as a covariate (i.e. no pooling), thus providing group-specific es-
timates but disregarding information from the general trends and 
without the possibility to make predictions for a hypothetical 

Table 1 
An illustration of Simpson’s paradox on a hypothetical study looking at pro-
portion of burial with or without grave goods. When the dataset is examined in 
its aggregate form, the percentage of male individuals with grave goods is higher 
than female individuals (67.84 % vs 44.97 %, χ2 = 98.847, d.f. = 1, p-value 
<0.0001). However at the site level the proportion of female individuals with 
grave goods is always higher than male individuals. The paradox arises from 
sample imbalance, with sites with higher percentage of female burial with burial 
goods also being the ones with a smaller number of female individuals (i.e. sites 
A,D, and E).

Male Female

n with grave goods % n with grave goods %

Site A 723 500 69.16 70 64 91.43
Site B 87 18 20.69 345 91 26.38
Site C 65 23 35.38 178 67 37.64
Site D 331 311 84.59 80 74 92.5
Site E 134 88 65.7 23 17 73.91

Total 1340 909 67.84 696 313 44.97
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unobserved group (Fig. 1-d). Partial pooling offers an intermediate so-
lution, where the variability between groups is directly modelled 
(Fig. 1-b, Fig. 1-c) with inferences on particular groups informed by the 
rest of the samples. To put in simpler terms, multilevel models provide 
both an approach to provide a better understanding of the variability at 
higher scales (e.g. how does the relationship between diet and wealth 
varies across sites), but also model such variability to improve the 
inference at a lower scale (e.g. a better estimate on the relationship 
between diet and wealth at a specific site).

The ability to directly model variability offers other advantages, 
making multilevel models a powerful and flexible inferential tool. Aside 
from being able to model complex hierarchical structures in the data, 
multilevel models can also be used to model instances where the same 
measurement is taken from the same individual multiple times (i.e. 
repeated measure models), account for measurement error (e.g. Error-in- 
variable models., section 3.2 below), or even infer how variations be-
tween groups are conditioned by factors such as geographic or phylo-
genetic distance (e.g. Gaussian Process models). While these additional 
layers of complexity can lead to computational and interpretative 
challenges, the benefits offered by its ability to model different sources 
of variation explicitly make multilevel models an essential tool of 
modern statistics.

Applications of multilevel models in archaeology are still few 

compared to other disciplines where it has become a standard toolkit. 
Nonetheless, the last few years saw a growing number of applications 
across the archaeological sciences, enabling, for example, to model 
compositional variability of goldwork in pre-Hispanic Colombia (Vieri 
et al., 2025) or examine variation in the relative proportion of ovicaprids 
in southern Italy during the 1st millennium BC (Ragno, 2024). Other 
examples can be found in stable isotope analysis (Perri et al., 2019), 
osteoarchaeology (Alonso-Llamazares et al., 2022; Rosenstock et al., 
2019; Wallace et al., 2020), age-depth models (Heegaard et al., 2005), 
cultural chronology (Banks et al., 2019), diffusion analysis (Crema et al., 
2022, 2024), ethnoarchaeology (Bevan et al., 2024), palaeoeconomy 
(Kohler et al., 2025), zooarchaeology (Wolfhagen, 2024), and palae-
odemography (Riris et al., 2024). The range of applications is a testa-
ment to how multilevel models offer a solution to problems that are 
present across different archaeological areas of research. Notably, many 
of these studies examine legacy datasets covering a large geographic and 
chronological span, showcasing how multi-level models are particularly 
well suited in these contexts.

3. Missing data, measurement error, and uncertainty

As a discipline that seeks to recover human behaviour patterns from 
‘indirect traces in bad samples’ (Clarke, 1973, p. 17), archaeologists are 

Fig. 1. Analysis of a simulated dataset portraying a hypothetical relationship between a standardised proxy of wealth and diet (nitrogen isotope ratio) for a sample of 
294 individuals from 20 different archaeological sites: (a) fitted model and 95 % prediction interval according to a complete pooling standard linear regression model 
(δ15N ~1+wealth); (b) fitted model for each site according to a multilevel model with random slope and intercept (δ15N ~1+wealth + (1+wealth|site)); (c) comparison 
of the prediction interval for three out of the twenty archaeological sites according to the same multilevel model, showing in one case a negative relationship between 
the two variables; (d) prediction interval for samples from a hypothetical new site according to the same multilevel model.
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well-acquainted with the problem of small sample sizes, missing data, 
and different forms of uncertainties associated with what we directly or 
indirectly intend to measure. Yet, while philosophical reflections on the 
role of uncertainty in the discipline have been made from different 
theoretical perspectives (Gero, 2007; Gonzalez-Perez et al., 2023; 
Sørensen, 2016; van der Leeuw, 2016), the development and applica-
tions of statistical approaches designed to account for these limitations 
have been somewhat uneven, with some areas of applications ahead of 
others despite fundamentally (at least in mathematical terms) sharing 
the same problem. Calls for increased awareness in handling sources of 
uncertainty, such as measurement error and missing data, have none-
theless been raised in different research areas, from stable isotope 
research (Jardine and Cunjak, 2005) to skyscape archaeology (Silva, 
2019, 2020). Still, universal reflections and practical recommendations 
are lacking.

Part of the reason why we lack a coherent and systematic approach 
stems from the fact that uncertainty is present in different forms at 
different stages of archaeological practice, from data retrieval and 
measurement to the interpretation and dissemination of analytical 
output. An ideal pipeline requires the inheritance of the quantified un-
certainties at each stage, enabling a formal link between issues of 
missing data or measurement errors and our parameter estimates and 
conclusions. In practice, however, uncertainty is often perceived as a 
limitation rather than the extent of our knowledge, and as such, even if 
this is appropriately measured, it is not necessarily accounted for in the 
next stage of the inferential pipeline. Negligence, malpractices, or even a 
lack of interest in properly accounting for uncertainty stems perhaps 
from the tacit assumption that the consequences in ignoring these as-
pects are minimal. Yet, ignoring issues such as measurement error does 
not just lead to a reduction in precision (i.e. wider confidence interval in 
parameter estimates) but also in accuracy (i.e. incorrect inference), 
potentially leading to incorrect conclusions.

3.1. Missing data

Missing data represents a common challenge in archaeological 
inference, where we often have to face the consequences of a variety of 
depositional and post-depositional processes that lead to partial or even 
complete loss of information. Indeed, archaeologists are accustomed to 
routinely make inferences from absence, an epistemic standpoint that is 
considered a form of logical fallacy in most scientific disciplines, which 
nonetheless is unavoidable and sometimes even justifiable in our field 
(Wallach, 2019 for an extensive discussion on this point; see also below). 
However, the problem of missing data is certainly not unique to our 
field, and scholars across a wide range of disciplines commonly face the 
challenge of datasets where values for one or more variables in an 
observation are simply unavailable. The most conventional solution for 
handling these instances is to remove any observations with missing 
data from the sample. This approach, known as listwise deletion, is so 
common that many statistical software applications adopt them by 
default (e.g. the lm() function in R), and researchers often fail to justify, 
or worse, even mention, that such a decision has taken place. At best, 
when the processes leading to missing data are completely random (see 
below), listwise deletion can decrease the power of statistical analyses, 
increasing the chance of making false negative statements. However, 
depending on how and why data are missing, listwise deletion can lead 
to biased estimates (Allison, 2002).

The alternative to removing missing data involves some form of 
imputation, where missing values are replaced with some reasonable 
guess, and analyses are carried out as if the data were complete. To some 
extent, inference from absence is a special form of imputation where 
missing data are effectively replaced with zeroes. Wallach (2019) argues 
that this approach may be justified in archaeological contexts under the 
premise that (1) human presence generally leaves a strong footprint and 
that (2) many types of material remains have a high degree of surviv-
ability. While both conditions are met in some circumstances (e.g. the 

complete absence of major urban sites in a region), interpreting absence 
of evidence as evidence of absence can also have devastating conse-
quences. For example, a recent paper by Whitehouse et al. (2019) ana-
lysed archaeological evidence of so-called ‘moralising gods’ to 
investigate whether the presence of supernatural agents punishing free 
riders followed or promoted the emergence of complex societies. Their 
conclusions supported the former, but closer inspection of their code 
showed that missing data on moralising gods were interpreted as evi-
dence of an absence of supernatural punishment. The problem, however, 
is that evidence supporting the presence (or absence) of moralising god 
requires written sources, and as such early societies are more likely to 
have missing data. Subsequent reanalysis of the same dataset (Beheim 
et al., 2021) employing various statistical approaches for treating 
missing data led to different results, in some cases providing support for 
conclusions that were opposite to what was claimed in the original 
paper. Similar analyses focused on longer chronological time-span are 
particularly prone to instances where the probability Pmissing of a value in 
the data is missing is conditional to time itself. A typical example is the 
analyses of time-frequency data (e.g. the use of 14C dates to estimate past 
demographic fluctuations), where time-dependent destructive processes 
can potentially lead to biased inference (Surovell and Brantingham, 
2007).

The examples above hint at the relevance of understanding what 
conditions Pmissing. A common classification scheme employed by stat-
isticians distinguishes between Missing completely at random (MCAR), 
Missing at random (MAR), and Missing not at random (MNAR), depending 
on the relationship between Pmissing and the variables of interest (Rubin, 
1976). MCAR describes instances where Pmissing is independent of any of 
the variables of interest, in which case listwise deletion is acceptable, 
and inference from absence can be cautiously supported when Wallach’s 
two assumptions are met. MAR refers instead to instances where Pmissing 
does not depend on the unobserved values but does depend on observed 
ones. For example, when examining ceramic decorations, information 
from fragile, thin-walled vessels might not be available due to higher 
levels of fragmentation. In this case, the Pmissing of decorative traits de-
pends on a variable that can be observed (the thickness of the vessel). 
Lastly, under MNAR, Pmissing is conditional to both observed and 
non-observed variables. MNAR are particularly problematic as the 
source of the missing values is not observed (e.g. consider an investi-
gation on wealth inequality based on burial goods where information 
from the wealthiest tombs is unavailable because of looting). Statistical 
solutions like imputation methods rely on the researcher being able to 
classify their particular research context to one of these three levels.

As noted above, the most common treatment for missing data is 
imputation. Archaeological applications of imputation methods are 
becoming more frequent and are even featured in some generalist 
manuals (Baxter, 2003; Carlson, 2017). Yet, a recent systematic survey 
of over 950 bioarchaeology articles published between 2011 and 2020 
(Wissler et al., 2022a) shows that less than a third engaged in some way 
with missing data, and only 43 papers performed some form of impu-
tation. While a survey on the broader field of archaeological science is 
not available, statistical treatment of missing data is likely even less 
common in other areas of applications. The problem is further exacer-
bated by the fact that there is no single statistical approach to the 
missing data problem. Indeed, all review articles comparing alternative 
algorithms (Pang and Liu, 2023; Ryan-Despraz and Wissler, 2024; 
Wissler et al., 2022b) effectively acknowledge that a single solution does 
not exist, and researchers should account for the nature of data inves-
tigated, the type of missingness, the strength and the weakness of 
different imputation methods, and the research question posed.

It is worth noting, however, that despite the lack of a discipline-wise 
awareness of the importance of proper management and treatment of 
missing data, many of the solutions developed in other disciplines are 
directly applicable to archaeology and have been implemented in areas 
outside bioarchaeology (Fanta et al., 2020). A further promising 
development is the presence of attempts within archaeology to develop 
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bespoke solutions for addressing specific kinds of missing data problems. 
For example, several correction formulas have been proposed for the 
analyses of time-frequency data (Bluhm and Surovell, 2019; Surovell 
et al., 2009), while the location of missing sites have been imputed 
before pursuing more complex analyses based on locational properties 
of known sites (Bevan and Wilson, 2013) or the presence of infrastruc-
ture and road networks (Priβ et al., 2025). While still small in number, 
these endeavours showcase a fruitful area of development in statistical 
inference tailored to challenges specific to our field.

3.2. Measurement error

Measurement error represents another class of inferential challenge 
that shares some commonalities with the missing data problem dis-
cussed in the previous section. Despite its ubiquity across different do-
mains of archaeological research, the use of formal statistical methods is 
even more limited in this case. The consequences of measurement error 
are, however, widely known in the statistical literature: 1) they intro-
duce biases in the parameter estimates, 2) they reduce statistical power, 
hindering our ability to infer relationships between variables, and 3) 
they limit our ability to detect features in graphic analysis (Carroll et al., 
2006). As noted above, part of the problem is that measurement error 
pertains to different stages of archaeological inference, and successful 
integration in the inferential process requires proper quantification and 
reporting in the first place.

Formal methods for quantifying measurement errors differ widely 
across the field. In strongly lab-based areas of applications such as 14C 
dating (Scott et al., 2007), spectrometry (Drake et al., 2022), or stable 
isotope analyses (Coplen, 2011), established procedures are available so 
that errors can be formally quantified. However, the extent of appro-
priate reporting of measurement errors varies considerably, with sys-
tematic surveys in some research areas showing that available 
information is often not shared despite calls for better practices (Jardine 
and Cunjak, 2005; Johnson et al., 2024; Millard, 2014; Szpak et al., 
2017; Vanderplicht and Hogg, 2006). Quantification of measurement 
error in research areas based on metric data typically consists of 
calculating intra- and inter-observer measurement error (Lyman and 
VanPool, 2009), although similar procedures have been implemented in 
field surveys (Hawkins et al., 2003) and explored in typological classi-
fication (Whittaker et al., 1998). Inter- and intra-observer errors are, 
however, not always reported in final studies as their primary objective 
is often perceived to be a means for reassuring that measurement error is 
small and negligible rather than offering grounds for subsequent inte-
gration of the calculated errors in statistical modelling.

The quantification of measurement errors associated with categori-
cal and ordinal variables (i.e. misclassifications) is particularly chal-
lenging, as effectively, they require the assignment of probability values 
for each possible level of observation. In many practical applications, 
however, uncertainty is expressed by generating new categorical levels 
rather than assigning specific probability values. For example, biological 
sex estimates often include additional levels expressing different levels 
of uncertainty, such as ‘probably female’ or ‘indeterminate’(Buikstra 
and Ubelaker, 1994). Typo-chronological uncertainty can adopt a 
similar procedure, although in most cases in an unsystematic way (but 
see Nakoinz, 2012). Bevan and colleagues (Bevan et al., 2012) discuss 
potential approaches for expressing typo-chronological uncertainties, 
opting for a solution that requires experts to assign a ‘percentage of 
confidence’ to relative dating levels (e.g. “70 % Hellenistic, 0 % Early 
Roman, 0 % Middle Roman and 30 % Late Roman”). Notwithstanding 
that, such an approach would theoretically need to account for an 
additional layer of uncertainty (i.e. probabilistic estimates for each 
dating level can itself be associated with uncertainty, e.g. 60–80 % 
Hellenistic and 20–40 % Late Roman), as well as inter- and 
intra-observer errors, the benefits of such venture is not limited to the 
possibility of a more straightforward integration to subsequent analysis. 
As noted by Bevan and colleagues, examining how these subjectively 

assigned probability values are distributed can reveal key insights on 
diagnosticity and potential directional biases in misclassification. Yet 
these practices remain rare, perhaps due to the notion that these addi-
tional efforts do not bring much benefit in the end and require experts to 
put numbers into something that is fundamentally fuzzy.

In the statistical literature, measurement errors are often classified 
into two types. In the case of classical measurement error, the observed 
value Wi of sample i is defined as 

Wi =Xi + Ui [1] 

where Xi is the unknown ‘true’ value of i plus a random error Ui. Typi-
cally, Ui is described as a Gaussian with a mean of 0 (i.e. the error is 
unbiased) and a standard deviation expressing the potential magnitude 
of the measurement error. Classical measurement errors are thus suit-
able in describing limited instrumental precision and are assumed to be 
non-differential, with Ui independent from Xi. Notably, the variability of 
the observed values Wi is larger than the variability of the true value Xi. 
In some cases, however, it is more appropriate to express the relation-
ship between these terms as follows: 

Xi =Wi + Ui [2] 

Equation [2] describes what is commonly referred to as Berkson 
measurement error (Berkson, 1950). Here, the measurement error is in-
dependent of the observed values, and the variability of Wi is smaller 
than the variability of the actual value Xi. An archaeological example of 
this type of measurement error might be the chronological assignment of 
samples to a particular time interval (e.g. 900-700 BC) based on their 
affiliation to a particular cultural period (e.g. ‘Geometric’). While the 
true date of objects affiliated with such cultural period would differ (i.e., 
each sample will have a different Xi), all samples would be described 
identically (i.e., they would have the same Wi). Both forms of uncer-
tainty are widely present in archaeology.

As noted above, measurement errors are often not adequately 
accounted for in many archaeological applications, even when their 
quantification is provided. The most common example pertains to using 
archaeological dates as a variable in a statistical model. Regression an-
alyses often employ mid-points of typo-chronologically defined time 
intervals or descriptive measures of central tendencies such as mean and 
median. Examples of this practice are relatively common and can be 
found in studies focused on inferring rates of dispersal (Pinhasi et al., 
2005) or crop domestication (Fuller et al., 2012), but also in estimating 
the origination date of a particular technology (Bebber and Key, 2022) 
adapting methods developed in palaeontology. In many (but not all) 
cases, the temporal scope is sufficiently broad to justify the assumption 
that the effect of individual measurement error is negligible. Fig. 2
provides a counterexample and illustrates the potential danger of this 
practice when, given particular conditions (e.g. the presence of a cali-
bration plateau), parameter estimates (e.g. the slope of a regression line) 
can be biased.

The issue of disregarding measurement error in chronological ana-
lyses has long been argued by archaeologists (Gkiasta et al., 2003) and 
has typically been approached by either 1) removing samples with more 
significant measurement errors, 2) employing a resampling-based 
approach, 3) directly integrating error terms in the statistical model. 
Removing selective samples with large measurement errors works under 
the premise that this would lead to Wi ≃ Xi at the cost of reduced sta-
tistical power. However, if Ui is conditional to variables influencing Xi, 
the artificial creation of missing data may introduce biases in estimated 
parameters. Resampling-based methods consist of replicating the sta-
tistical procedure (e.g. fitting a linear model) n times, using random sets 
of observations obtained by sampling from the probability distribution 
at each iteration describing the uncertainty of each data point. The 
approach has been used in the context of regression analyses involving 
radiocarbon dates (Fort, 2022; Gangal et al., 2014; Gkiasta et al., 2003; 
Riris and Silva, 2021), but also to carry out time-frequency analyses 
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based on archaeological periodisations (Baxter and Cool, 2016; Crema, 
2012; Orton et al., 2017), and estimates of extinction dates in palae-
ontology (Herrando-Pérez and Saltré, 2024). Applications outside 
chronology are less common but do exist. For example, a recent paper by 
Lewis introduces a similar resampling approach to measurement error in 
digital elevation models in the context of least-cost path analysis (Lewis, 
2021). An important but sometimes under-discussed step of these 
resampling methods is how the n results of the statistical analyses are 
aggregated into a single estimate with its error term. The exact pro-
cedure to achieve this varies between applications. In some areas of 
applications, such as time-frequency analysis, individual error terms are 
ignored, and as such, what is reported is a descriptive rather than an 
inferential statistic (i.e. sampling error is not accounted for; see Crema, 
2024 for further discussion). In other applications, error terms of each of 
the n regression parameters are aggregated (Riris and Silva, 2021).

A more direct integration of the measurement error can be achieved 
using what is often referred to as Bayesian error-in-variable (EIV) 
models (sometimes also referred to as measurement error models), a 
particular form of multilevel model where each observation is described 
by a statistical distribution portraying its uncertainty. While this ter-
minology is not used, the formal inclusion of measurement errors in 
Bayesian statistical models has a long history of application in the 
analysis of radiocarbon dates (Buck et al., 1996) and is implemented in 
widely used software packages such as OxCal (Bronk Ramsey, 1995). 
Bayesian EIV models provide both posterior estimates of higher-level 
parameters of interest (e.g. the start and end dates of an archaeolog-
ical phase) as well as of individual observations, providing for the latter 
a reduction of the original measurement error of each sample informed 
by the model and the entire dataset. The highly specialised nature of 
most software applications dedicated to the Bayesian analysis of radio-
carbon dates confines the application of these models to a limited set of 
research contexts (i.e. phase and age-depth models) despite its potential 
to employ these for a wider range of archaeological questions. For 
example, Crema (2024) model the diffusion of farming and fluctuations 
in the relative proportion of cremation and inhumation burial by 
examining binary (presence/absence) data points associated with 
radiocarbon dates and employ a Bayesian EIV model to account for the 
measurement errors associated with the latter. Some recent works on 
time-frequency analyses of radiocarbon dates similarly employ an EIV 
model under the hood, extending the range of applications beyond phase 
and age-depth models (Crema and Shoda, 2021; Heaton, 2022; Price 
et al., 2021). Applications of these models are certainly not limited to 

radiocarbon dates or continuous measurements. Groβ (Groβ, 2016; see 
also Rosenstock et al., 2019) used Bayesian EIV models to account for 
misclassification probabilities of biological sex (using Beta distribution 
to describe uncertain levels such as ‘Female?’ and ‘Indeterminate’) and 
chronological uncertainty associated with archaeological periodisation 
(using a uniform distribution bounded by the presumed start and end 
date of each period) when investigating long-term spatiotemporal var-
iations in human stature. Despite the clear advantages offered by EIV 
models, their applications in archaeology are currently limited, owing in 
part to the lack of off-the-shelf software applications. Still, they offer the 
potential to become a standard toolkit for many statistical applications 
in archaeology where these form of measurements errors are common.

4. Simulations and generative inference

A core methodological foundation underpinning all the inferential 
approaches discussed so far is the reliance on the likelihood function, 
which requires the ability to mathematically define the probability of 
observing a specific outcome for a particular model parametrisation (e. 
g. what is the probability that 7 out of 12 burials had grave goods under 
a binomial distribution with p = 0.5 and n = 12). Both frequentist and 
Bayesian paradigms are centred on our ability to describe observed data 
using probability distributions, and likelihood functions to test partic-
ular hypotheses or estimate model parameters. While the level of 
abstraction offered by these models allows us to use the same inferential 
engine to investigate a wide range of empirical phenomena, they inev-
itably offer a relatively weak and indirect link between theory and data 
(Deffner et al., 2024).

We see similar separation between theory and data on other kinds of 
archaeological modelling as well, most notably in the applications of 
agent-based simulations (Lake, 2013; Romanowska and Wren, 2021). 
Here, nearly three decades of research have shown little analytical so-
phistication in comparing model expectations to empirical evidence. 
While the lack of effort is in part explained by the fact that many of these 
models were designed as theory-building tools (and hence never inten-
ded to be tested directly against evidence and designed more to explore 
the cumulative consequences of different assumptions), it is safe to state 
that even empirically and contextually grounded simulations are often 
compared to archaeological evidence in loose qualitative terms. Thus, 
we have, on the one hand, a series of robust inferential tools that can be 
used to describe empirical evidence in terms of abstract and highly 
generalisable conditional probability distributions and, on the other 

Fig. 2. A simulated dataset showing how ignoring measurement error can introduce biases in regression parameter estimates: (left) unbiased regression estimates of 
calendar dates against a predictor variable x show correct recovery of the ‘true’ parameter; (middle) comparison between calendar date, calibrated distribution, and 
median calibrated distribution on the same datasets showing the impact of calibration plateau; (right) regression estimates based on median calibrated dates fail to 
recover the ‘true’ relationship between x and the dates whilst a Bayesian EIV model successfully recovers the slope parameter.
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hand, mechanistic models that can formally represent assumed behav-
ioural and causal generative processes of observed patterns, but can only 
indirectly be referenced during data analysis.

Approximate Bayesian Computation (ABC), and more broadly, 
generative inference (Kandler and Powell, 2018), provides an intuitive 
bridge that connects more directly formal models to empirical data. In 
its simplest form, the inferential machinery of ABC consists of a simple 
idea (see Fig. 3). 

1. Define a data-generating simulation model M , tuned with a set of k 
parameters ϴ1, ϴ2,. ϴk

2. Associate each of the k parameters with a probability distribution 
defining their prior.

3. Sample a set of possible parameter values from the prior distributions 
of ϴ1, ϴ2,. ϴk.

4. Feed the parameters obtained in step 3 to M , and generate an output 
that can be compared to the observed data.

5. Repeat steps 3–4 n times to obtain a distribution of outputs.

Fig. 3. An illustration of the basic workflow of Approximate Bayesian Computation using the rejection algorithm. An observed frequency data of cultural variants (a) 
is described by a summary statistic (diversity index) and assumed to result from an unbiassed transmission process with an unknown innovation rate μ (Kandler and 
Crema, 2019). A generative model (b) is used to generate artificial data with parameters either derived from the data (population size N) or a prior distribution (c). 
The summary statistics of the resulting simulation outputs (d) are compared against the observed values to obtain a distance value (ε); simulations with ε exceeding 
the tolerance threshold (here set to 0.00001) are rejected (d) and the distribution of μ values that were used to generate the remaining simulations becomes the 
posterior of μ (e).
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6. Measure the distance ε between the simulation output and the 
observed data.

7. Discard parameter values where ε is larger than a pre-defined 
tolerance threshold τ; the distributions of the remaining sampled 
values of ϴ1, ϴ2,. ϴk are the approximate posterior of the model 
parameters.

Core ideas of ABC date back to the 1980s (Rubin, 1984), although its 
modern reincarnation stems from applications in population genetics in 
the early 2000s (Beaumont et al., 2002), and since then, it has been a 
successful inferential tool used in a wide range of disciplines (see Sisson 
et al., 2018 for a review). Two decades of applications have also led to 
considerable methodological improvement with improved precision and 
reduced computational costs compared to the original rejection algorithm 
described above.

The appeal of an inferential tool that bypasses the need for a likeli-
hood function and benefits from the flexibility of computational models 
in defining processes and relationships between variables, has not gone 
unnoticed in archaeology. Early applications include Tsutaya and 
Yoneda’s (2013) study on estimating weaning age from Nitrogen Isotope 
Ratios of bone collagen, Porčić and Nikolić’s (2016) demographic 
reconstruction of Lepenski Vir, and several studies focusing on cultural 
transmission models of material culture (Crema et al., 2014; Kandler and 
Shennan, 2015; Kovacevic et al., 2015). The availability of a rich body of 
formal theoretical models developed in cultural evolutionary science 
over four decades (Boyd and Richerson, 1985; Cavalli-Sforza and Feld-
man, 1981) have led to particularly prolific areas of applications in 
archaeology (Carrignon et al., 2020, 2023; Crema et al., 2014, 2016; 
Kandler and Shennan, 2015) and adjacent fields (Carrignon et al., 2019; 
Pagel et al., 2019; Youngblood, 2019; Youngblood et al., 2023; Young-
blood and Lahti, 2022). Other applications of ABC in archaeology 
include the identification of points of origin of diffusion of farming 
(Cortell-Nicolau et al., 2021) and demographic trajectories as inferred 
from time-frequency of radiocarbon dates (Cortell-Nicolau et al., 2025; 
DiNapoli et al., 2021).

Typical applications of ABC require substantial effort on the re-
searchers’ part, who can rarely benefit from complete off-the-shelf so-
lutions and often have to develop, on top of the core simulation model, 
other aspects of the computational pipeline (e.g. the specific algorithm 
to obtain good posterior samples with reduced computational cost). 
Despite such challenges, the moderate success of ABC in archaeology 
and anthropology testifies to the potential of this approach. In some 
research areas, such as cultural evolutionary studies, the approach is 
increasingly regarded as a key inferential tool for observational studies 
(Deffner et al., 2024; Kandler and Powell, 2018). Yet, ten years of ap-
plications of ABC in archaeology and anthropology have also identified 
several key issues that effectively limit its use. Firstly, ABC typically 
requires an extremely large number of simulation runs (typically in the 
order of 106) to achieve satisfactory precision and accuracy in parameter 
estimates. The resulting computational costs are onerous, requiring each 
simulation run to be completed in no more than a few seconds, a limit 
that is easily surpassed in most agent based models. While the devel-
opment of efficient alternatives to the rejection algorithm has reduced 
the number of required simulation runs, as it stands, ABC is simply 
unfeasible when the objective is to fit complex models with more 
extensive runtimes. If likelihood-based alternatives are available, re-
searchers should not use ABC as it offers reduced precision with sub-
stantial computational costs (see Crema, 2022 for an archaeological 
example and comparison).

Secondly, ABC hinges on the ability of simulation models to generate 
the observed data. In the majority of applications, however, the best we 
can achieve is to produce outputs that are close enough to the observed 
data. Determining a suitable tolerance threshold (see point 7 above) is, 
however, not trivial, and in many cases, researchers have opted for an 
approach where the posteriors are obtained by identifying the simula-
tion runs with the closest fit to the data. Furthermore, in many 

circumstances, simulation outputs and observations are compared using 
(often insufficient) summary statistics. While such an approach offers 
more flexibility, it inevitably entails a substantial loss of information, 
which can lead to wider posterior intervals.

A third practical limitation of simulation-based generative inference 
stems from the fact that, in some cases, the initial conditions of the 
system of interest must be fed into the model. While certain processes 
entailing information loss, such as taphonomy and time-averaging, can 
be modelled in the simulation itself, allowing comparison to observed 
data similarly affected by these processes, the uncertainties associated 
with the initial conditions are much harder to account for (Crema et al., 
2016). These challenges inevitably narrow the scope of application of 
generative inference compared to more conventional likelihood-based 
statistical models discussed above.

5. Discussion and conclusion

Archaeological data offers some unique challenges for quantitative 
analysis, to the extent that some may perceive any endeavour in 
applying statistical analysis as futile. After all, the observations we have 
in hand are indirect proxies of past behaviour in small samples, biased 
by the idiosyncrasies of highly diverse retrieval and sampling practices, 
and often limited by the uncertainty associated with large measurement 
errors and missing data. This perceived disciplinary exceptionalism, 
however, ignores advances made in parallel fields of studies where 
similar problems have been tackled over the last few decades. While the 
borrowing of statistical techniques from other disciplines is sometimes 
viewed with suspicion and does raise concerns about potential misuse 
and inappropriate adaptation of underlying theoretical tenets, the ap-
proaches presented here offer general principles that are flexible enough 
to incorporate diverse bodies of theories. Naturally, as with any other 
statistical techniques, the methods described here are not immune to 
such abuses and misinterpretations, but they offer a significant advance 
to alternatives and standard employed currently in the field. Indeed, one 
could argue that choosing a standard linear regression ignoring sample 
interdependency or measurement errors is de facto a form of statistical 
abuse that just happens to be so common to be ignored. There are better 
ways to do quantitative archaeology.

It is difficult to determine to what extent the conclusions of past 
archaeological investigations were biased due to the mishandling of 
factors such as sample interdependence, missing data, or measurement 
error. The ‘moralising god’ case discussed in section 3.1 is sadly still a 
rare case of a success story where the open science practice embraced by 
the original authors is what allowed other scholars to explore the con-
sequences of these biasing factors. The relevance of computational 
reproducibility in archaeology is hence pivotal (Marwick et al., 2017), 
not just to promote the application of increasingly complex techniques 
and allow for transparency in communicating key aspects of the research 
pipeline but also for the field to cumulatively progress from previous 
work, addressing issues and challenges as we move forward. Many 
(although sadly not all) of the archaeological applications of the three 
techniques discussed here were published following the principles of 
open science — readers interested in understanding and exploring these 
techniques will have the opportunity to gain information that just a 
decade ago would have been inaccessible.

Among the techniques reviewed here, multilevel models will likely 
become part of the standard tool in quantitative archaeology. Sister 
disciplines such as biological anthropology and ecology routinely 
employ these models, and a large number of software applications offer 
off-the-shelves solutions (Fernée and Trimmis, 2021; McCoach et al., 
2018). Given the advantages they offer, multilevel models ought to 
become a standard inferential tool, particularly in regional and 
cross-regional studies that draw conclusions from multiple sites. The 
shift towards multilevel models does not only address potential chal-
lenges such as sampling imbalance but also problematic assumptions 
embedded in more conventional methods. For example, by modelling 
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the variability in the relationship between a predictor and a response at 
the group level, multilevel models provide a solution to the 
long-standing problem of environmental determinism, effectively 
addressing an ‘impoverished representation of reality’ where a ‘single 
general relationship across time and space’ is assumed to take place 
(Jones, 1991, p. 8). However, the most significant potential offered by 
multilevel models, particularly within a Bayesian framework, is the 
opportunity to construct complex models tailored to specific needs. 
Some examples of archaeological applications are moving towards this 
direction, exploring relationships between compositional variances and 
covariates rather than modelling variation in modes or means (Vieri 
et al., 2025), or combining mixing models to explore intersite variations 
in faunal sex composition using morphometric data (Wolfhagen, 2024). 
Developing these custom models requires both mathematical and 
computational skills, but in some research areas, such as mixing models 
for biotracers (Stock et al., 2018) and chronological modelling (Lanos 
and Philippe, 2018), dedicated software applications have been pub-
lished, enabling the opportunities to widen the application of multilevel 
models further.

Still, some areas of applications remain relatively underexplored. 
Bayesian EIV models are effectively a type of multilevel model that can 
overcome the challenges imposed by measurement errors but have been 
almost exclusively used to analyse radiocarbon dates. The investment in 
these applications was promoted by the necessity to address chrono-
logical uncertainty but also by the opportunities offered by a type of data 
where formal measurements of error are comparatively straightforward 
to measure and obtain. Notwithstanding the challenges imposed by 
formally measuring time from culturally diagnostic features (but see e.g. 
Carleton et al., 2023), the integration of other forms of chronologies that 
are archaeologically far more common is a necessary step for future 
work of synthesis of legacy datasets.

But the methods reviewed in this paper are not straightforward to 
implement. They require solid understanding of statistical theory and 
the ability to adapt research design and models to specific question and 
datasets. There is no easy way out, and the range of case studies where 
basic text-book statistical tools are appropriate is perhaps much smaller 
than we wish. Applyng these techniques is a challenging and time- 
consuming task, but a concerted effort can provide benefits to the 
entire discpline, offering examples and alternatives rather than narrowly 
prescribed simple instructions that can lead to biased inference.

A fundamental tool that can help researchers develop a suitable 
research design and statistical model is to employ simulations to 
generate artificial dataset that can then be used to evaluate the robust-
ness of a particular approach. Buck and Meson (2015) use the term 
‘What if experiments’ to refer to the practice of using simulated data to 
evaluate sampling strategies or consider the implications of particular 
assumptions in the context of Bayesian chronological modelling. Such an 
approach can, and should be, part of a standard toolkit in quantitative 
archaeology. It can provide insights on how or model can perform, but 
also elucidate the relationship between key concepts such as statistical 
significance, precision of the parameter estimate, effect size, and sample 
size. Much of the pit-falls in the misinterpretation of concepts like 
p-values could be avoided with a better grasp on how these factors are 
interlinked.

However, these advanced statistical techniques will just offer a 
glorified detection of correlative patterns in the archaeological record if 
we do not associate them with a proper causal inference framework. 
Archaeologists need to be simultaneously more conscious about the 
pitfalls of correlative models but also move beyond the ’correlation 
doesn’t equal causation’ adage. As a field that attempts to explain past 
human behaviour, we rarely have the opportunity to design controlled 
experiments and, in the great majority of cases, rely on observational 
studies. Yet, most regression-based analyses either opt for assessing 
sequentially single predictor variables, fit a model including every 
possible covariate and interpreting individual coefficients in causal 
terms, or employ some variable selection algorithms such as stepwise 

AIC (Akaike Information Criteria) and then interpret the resulting co-
efficients. All these approaches have implications in terms of causal 
inference. Examining individual covariates sequentially ignores the 
potential effect of confounder variables while including all terms will 
suffer from overfitting and potential biases introduced by so-called 
“colliders”(Cole et al., 2010). Both confounders and colliders can lead 
to biased estimates in regression models and can even produce param-
eter estimates suggesting reversed relationships. The widely adopted 
practice of fitting all potential causal variables of interest in a single 
statistical model and interpreting the resulting coefficients (explicitly or 
implicity) in causal terms will result in what some refer to as the ‘Table 2 
fallacy’, and should be avoided (Westreich and Greenland, 2013). 
Invoking ’correlation doesn’t equal causation’ after committing this fal-
lacy and inviting caution in interpreting model outputs in causal terms is 
a confusing, misleading, and lazy malpractice at best. The use of AIC and 
related methods is becoming common in archaeology, and while they do 
help avoid over-fitting, they are designed with out-of-sample predictive 
accuracy in mind and hence are not able to suggest what the appropriate 
set of covariates to be included in a statistical model where causal in-
terpretations are sought. The problem of appropriate variable selection 
and its relation to causal inference is virtually undiscussed in archae-
ology, but problems and solutions do exist and are being increasingly 
employed in fields such as epidemiology, ecology, and evolutionary 
anthropology (Deffner et al., 2024; Rothman and Greenland, 2005; 
Shipley, 2016).

While an extensive review of the causal inference literature is beyond 
the scope of this review (interested readers should consult McElreath, 
2020), it is worth highlighting a key element required to pursue such an 
endeavour. Currently, the most common approach for determining an 
appropriate set of control variables to be included in a statistical model 
when determining the causal effect of a particular exposure variable is to 
construct a direct acyclic graph (DAG). A DAG is a graphical represen-
tation of causal assumptions (Bulbulia, 2024; Rohrer, 2018) that helps 
determine which variables to control and which ones not to control, but 
also to determine whether a causal inference is even possible with the 
data available, potentially informing research design. Importantly, there 
is no reason to assume that for a given phenomenon of interest, there is 
only one possible DAG. Different theories and assumptions will lead to 
different presumed causal relationships, which in turn may or may not 
require different research designs and statistical models.

Both DAGs and the generative inference framework discussed in 
section 4 thus require us to be explicit about processes behind the 
observed patterns in the archaeological record before carrying out sta-
tistical analyses and interpreting its outputs. This requirement will help 
establish more direct link between theory, hypothesis, and quantitative 
analysis, and can serve as valuable heuristic tools even when they are 
not supported by empirical evidence. Importantly, they also help us 
avoid the temptation of building post-hoc accommodative arguments 
(Binford, 1981) or pursue HARKing (“Hypothesising after the results are 
known”; Kerr, 1998). In a recent critical reflection piece, Michael Smith 
(2023) distinguishes between “internal” and “external” arguments, with 
the former being the formal model itself and the latter being its vali-
dation through a comparison to external data. As noted by Smith, there 
is a long tradition of archaeological work on the former, most recently 
with the increasing use of agent-based simulations (Lake, 2013; Roma-
nowska and Wren, 2021), but the focus on the latter has been lagging 
behind. Without external validation, a formal model is just an opinion, 
an internally and logically consistent one, but nonetheless just an un-
tested claim about our past. Advances in statistical methods are now 
providing the necessary tools to test explicitly our theories and move 
from correlation to causation whilst accounting for the complexity and 
limitations of our data. Notwithstanding the new challenges we will 
need to address in pursuing this endeavour, there are no excuses for not 
stepping up.
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